
The following is a list of the references I mentioned throughout the lecture along with some 
additional reference material which may help you get a broader view of the literature. 
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